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Topic of the talk

How can we compare systems that
unavoidably leak some information?




|. Leakage that happens intentionally

* eg: extract statistics from a dataset
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» Problem: inference of personal information

* eg: "what is the median age of cancer patients”



Il. Leakage due to side channels

» ge: OpenSSL timing attack [BonehBrumley03]

SSL Handshake (simplified)
___Enc(pk, nonce)
Alert/OK

« Also: cache misses, power, radiation, faults, ...

« Completely preventing such channels is costly/impossible



Ill. Leakage in exchange to a service

for iMobile Local
H

* eg: Location Based Services

- Retrieval of Points Of Interest (POI)
- Dating

- Finding friends / social networks



Channels

Simple probabilistic model of the behavior of a system

e Input : secret event

» Output : observable event
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Channels

Simple probabilistic model of the behavior of a system

e Input : secret event
» Output : observable event

+ Channel matrix: C,, is the probability that x produces y
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Fundamental question

[ How can we quantify information leakage in such systems? ]

Quantitative Information Flow (QIF)

Study of different leakage measures, quantifying the adver-
sary’s success in achieving some goal.

probability to fully guess the secret = 0.2

= exp. error of optimal location infer. = 400m




Another fundamental question

When can we say that a system Bis safer than A? (AC B)

« Can we safely replace Aby B?

* Needs to be robust wrt different adversaries!




Another fundamental question

When can we say that a system Bis safer than A? (AC B)

« Can we safely replace Aby B?
* Needs to be robust wrt different adversaries!

* Needs to be robust wrt different contexts!




Example : Differential Privacy

» e-d(x,x) : now much do we want to distinguish xand x'?

- d: "kind" of privacy, e : "amount” of privacy

 d-privacy

Csatisfies e-d-privacy iff % < esdX) yx ¥y
X'y

« Differential privacy

- Hamming dy(x, X) : # of users with different value in dbs x, X
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Example : Differential Privacy

» Oblivious mechanism Ho f

- Compute fthen apply noise mechanism Hto the real answer
- e-dg-privacy can be proven for Halone

« Avariety of noise mechanisms, eg

- RR¢ : randomized response

- TG¢ : geometric (truncated)

X

database

Query f

Both satisfy e-dg-privacy (same €)
Are they equivalent ?
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Example : Differential Privacy

Are TG and RR¢ equivalent?

* f:minimum age of people in the database
- RReofis e-diff. private
- TG® o f is not e-diff. private
- We cannot replace RR€ by TG® in this context!

* In the other direction
- We can prove that 7G¢ C RR®
- Forany query f:
<if TGeofis e-diff. private
- then RR¢ o f is also e-diff. private
- RReissafer than TG

(For a suitable ©)



Example : Differential Privacy

In the context of local differential privacy

» Noise applied to the data

* We can construct mechanisms A and B such that
- Aislog 3-LDP
- Bislog2-LDP so Blooks safer

» But Bis not safer for all adversaries

- % fully guess the secret x ? (A)

- 1 guess whether x = xp or not j (A)

How we can apply QIF to this problem?
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QIF : Vulnerability

» Prior  on the secrets

- probabilistic knowledge of the adversary
* Vulnerability V(r)

- how happy the adversary is to have =

- eg. Bayes vulnerability : prob. of correctly guessing the secret
* Axiomatic view

- Vcan be any continuous convex function

- All of them expressible in the g-leakage framework



QIF : Posterior vulnerability

With probability p(y) the vulnerability of the system becomes /4Y)

™ &%, with pb p(y)
———— 1  Channel

prior posterior




QIF : Comparing channels

* Leakage order

A Cg° B iff r, Al > Un,Bl Y,V

Intuitive but hard to verify

» Refinement order

A C¥9 B iff AR=B forsomeR

Structural property of the channels

Theorem [CSF'12, POST'14]

av avg
e & LCg




Is refinement enough?

» Refinement is robust
- AC®9 B = noadversary prefers B
- AZ®9 B = atleastoneadversary Vprefers B
- And we can compute V!
« But what if we care about the max-case VMa*?
-ACYIB = ?
-AY9B = 7

« What if we care only about differential privacy

- A max-case measure!

This work answers these questions (and some more)




Max-case refinement

« We can easily define a max-case leakage order

ACE™ B iff VM A > V8 Vr,V

Again, intuitive but hard to verify

» Max-case refinement order

A CM* B iff RA=B forsomeR

Again, structural property of the channels

max max
C =




Max-case refinement

* Max-case refinement is robust

- ACM™X B = nomax-case adversary prefers B
- AZM™* B = atleast one max-case adversary V/prefers B
- And we know such a V
* We canalso show: £3V9 = L™ (strictly)

- So 29 also provides max-case guarantees!
- Butit might be too strong

» What about differential privacy?
-ACMX B = 7
-AZ™X B = ?



Differential privacy vs QIF

» DPis a max-case notion
- Treats every yequally, independently from its probability

- Can we express it as a QIF measure?

Csatisfies e-d-privacy iff VXY, 4 < e
for a suitably constructed V4.

« So L™ imposes a DP order

- Butisit too strong?



Privacy-based refinement

« We can also easily define a privacy-based order

A CyY B iff  Asat.d-privacy = Bsat. d-privacy Vvd ]

Again, intuitive but hard to verify

* Privacy-case refinement order

A CPV B iff ds > dg

Again, structural property of the channels

v prv
cP &  Cy




Privacy-based refinement

* Privacy-case refinement is robust
- ACPYB = noDPadversary prefers B
- APV B = atleast one DP adversary d prefers B
- And we know suchad
* We canalsoshow: EM® = CPY™ (strictly)

- So C?V9,CM 3lso provide privacy guarantees!
- But they might be too strong

21



Privacy-based refinement

What about query composition?

A CPV B o Aof cPv

Bo f forallqueries f

Not true if we compare A, Bon asingle d
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Comparison of leakage/refinement orders

Leakage orders  Refinement orders

avg avi
g & ceve
\ \
max max
) & C
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prv v
Cum & cP
N v
I:pFV

Allimplications are strict



Application: comparing DP mechanisms

Same family, different e

cz £ g iff  e>¢  for Ce{G, TG RR, E}

» Decreasing ¢ is safe in a very strong sense

e Butsurprisingly, for the “overly truncated” geometric:
- 0TG® 9 OTG*
- OTG® g™* O1G*
- OTG® PV OTG®  still holds!
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Application: comparing DP mechanisms

Different families, same ¢

TGZ®RR | TGZ™*RR | TGLCPYRR
RRZ*9TG | RRZ™ TG | RRIZPVTG
TGZ®9E TG ZM*E TGCPVE
EZ?9 TG EZ™ TG EZPV TG
RR 739 E RR ZM>* E RR ZP™ E
E 729 RR E ™ RR EZPVRR
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Other results

Verification

e V9 M [PV can be verified in time polynomial in the size of C

» We obtain counterexamples when they fail
Lattice properties

* |tis known that C2v9is not a lattice
* ButCM¥ s |
- AV™ B:intersection of the convex-hull of posteriors

e Sois CPV

- AVPV B: supin the lattice of metrics
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Shameful advertisement

We have a QIF book!
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« HYPATIA The Science of
Quantitative Information Flow
- Statistical utility from noisy data — Draft for Review —
- Optimal privacy-utility trade-off July 15, 2018

- Generation of optimal mechanism via ML

* DATAIA Springer
- Analysis of privacy threats in ML
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Conclusion

» QIF provides rich, robust tools for comparing leaky systems
 Leakage-based (intruitive) and structural (verifiable) characterizations

« DP: (mostly) safe to decrease ¢ within a family, but not to change family
Future directions

« Comparison with other channel orders

Study the behavior under different contexts
« Conditions for refinement in different models

+ Use refinement to verify complex programs

Questions?
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