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- In particular, we show a **worst-case to average-case** reduction for the $B_n$-LHN problem (more on that later...).
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LWE’s formulation was mainly algebraic:

- Expressed in terms of homomorphisms
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LWE Over Groups \[\text{[BFNSS11]}\]

Vector Spaces

\[
\mathbb{F}_p^n \ni a \quad \Rightarrow \quad \mathbb{F}_p \ni s \cdot a + e
\]

Groups

\[
G_n \ni a \quad \Rightarrow \quad P_n \ni \varphi(a) e
\]
Learning Homomorphisms from Images with Errors

Setup

- Let $G_n$ and $P_n$ be groups
- Set $\Gamma_n$, $\Psi_n$, distributions on $G_n$, $P_n$, resp.
- Let $\Phi_n$ be a distribution on the set of all homomorphisms, $\text{hom}(G_n, P_n)$

The Distribution $A_{\varphi, \psi_n}$

For $\varphi \leftarrow \Phi_n$, define the analogous distribution $A_{\varphi, \psi_n}$ on $G_n \times P_n$ whose samples are $(a, b)$ where

- $a \leftarrow \Gamma_n$
- $e \leftarrow \Psi_n$
- $b = \varphi(a)e$
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Search Problem
Given $A_{\varphi, \psi_n}$, recover $\varphi$.

Decision Problem
Given samples from an unknown distribution $R \in \{A_{\varphi, \psi_n}, U(G_n \times P_n)\}$, determine $R$.

Hardness Assumption (Decision Version)
$$A_{\varphi, \psi_n} \approx_{\text{PPT}} U(G_n \times P_n)$$
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**Search Problem**

Given $A_{\varphi, \psi_n}$, recover $\varphi$.

**Decision Problem**

Given samples from an unknown distribution $R \in \{A_{\varphi, \psi_n}, \mathcal{U}(G_n \times P_n)\}$, determine $R$.

**Hardness Assumption (Decision Version)**

$A_{\varphi, \psi_n} \approx_{\text{PPT}} \mathcal{U}(G_n \times P_n)$
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<table>
<thead>
<tr>
<th>Search Problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>Given $A_{\varphi,\psi_n}$, recover $\varphi$.</td>
</tr>
</tbody>
</table>
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<tr>
<th>Decision Problem</th>
</tr>
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<tr>
<td>Given samples from an unknown distribution $R \in {A_{\varphi,\psi_n}, U(G_n \times P_n)}$, determine $R$.</td>
</tr>
</tbody>
</table>
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Question

Which varieties of groups contain finite free objects???

If the equations are say,

\[
[X, Y] = 1 \\
X^p = 1
\]

then the free objects are exactly \( \mathbb{Z}_p \), which are the objects of study in LWE (if \( p \) is prime).

Question

What happens if the \([X, Y] = 1\) equation is removed? In general, the answer is not so simple...

\(^a\)Note: \([X, Y] = X^{-1} Y^{-1} XY\).
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For the variety of groups defined by the equation $X^m = 1$, denote the free group on $n$ generators in this variety by $B(n, m)$.

Determining the finiteness of $B(n, m)$ is known as the **Bounded Burnside Problem**.
For $n > 1$ and for sufficiently large $m$, it is known that $|B(n, m)| = \infty$, yet for small $m$, our understanding is far from complete:

\begin{align*}
B(n, 2) & \quad \text{Finite (also abelian)} \\
B(n, 3) & \quad \text{Finite} \\
B(n, 4) & \quad \text{Finite} \\
B(n, 5) & \quad \text{Unknown} \\
B(n, 6) & \quad \text{Finite} \\
B(n, 7) & \quad \text{Unknown} \\
\vdots & \quad \vdots
\end{align*}
The authors of [BFNSS11] chose to use $B(n, 3)$ to instantiate the abstract LHN problem.

- It’s finite
- It’s the smallest non-abelian case
- The structure of $B(3, n)$ is fairly well understood

From here out, we’ll denote $B(3, n)$ by $B_n$ for brevity.
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We can break the argument into 3 easy steps:

1. Start with a simple observation for a partial randomization.
2. Show this randomization is complete for a restricted version of the problem.
3. Show that the restricted version is statistically equivalent to the original problem.

Hence the reduction applies to the original problem as well. Any efficient algorithm that solves the modified problem would solve the original; no efficient procedure can do anything substantially different on one versus the other.
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An Observation

**Lemma**

Let $(a, b = \varphi(a) \cdot e) \in G_n \times P_n$ be an instance of LHN sampled according to $A_{\psi_n}^\Psi$, and $\alpha$ be a permutation of $G_n$. It holds that $(a', b) = (\alpha(a), b) \in G_n \times P_n$ is sampled according to $A_{\varphi \circ \alpha^{-1}}^\Psi$. 

**Proof.**

Observe that

\[(a' = \alpha(a), b) = (\alpha(a), \varphi(a) \cdot e) = (\alpha(a), \varphi \circ \alpha^{-1}(\alpha(a)) \cdot e) = (a', \varphi \circ \alpha^{-1}(a') \cdot e).\]
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So, we can take instances from any $A_{\psi^n}$ and transform them to instances from $A_{\psi^n \circ \alpha}$ for some bijection $\alpha$, giving at least a partial randomization.

Next, we show that this randomization is complete for a subset of homomorphisms...
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Completeness of the Randomization

Observation
Right-composition by an automorphism will not change the image of $\varphi$.

- Okay, so the technique from the lemma will not suffice to randomize all instances, but what about surjective homomorphisms???
- The following would be ideal:

Lemma
The action of $\text{Aut}(B_n)$ on $\text{Epi}(B_n, B_r)$ is transitive.

- This is true, but requires some work...
- Wait- what’s this about “work”, you say? I know... but still, $\frac{2}{3}$ easy steps isn’t so bad : )
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The proof is somewhat involved, and makes use of some specific details of the structure of free Burnside groups.

However, some of the details can be abstracted away by a few invocations of the Five Lemma.
Consider the following commutative diagram, where the rows are exact.

\[ \begin{array}{cccccc}
A & \rightarrow & B & \rightarrow & C & \rightarrow & D & \rightarrow & E \\
\downarrow e & & \downarrow f & & \downarrow g & & \downarrow h & & \downarrow i \\
A' & \rightarrow & B' & \rightarrow & C' & \rightarrow & D' & \rightarrow & E'
\end{array} \]

**Lemma (Five Lemma)**

The five lemma states that if \( e \) is surjective and \( i \) is injective, then if \( f \) and \( h \) are isomorphisms, so is \( g \). Furthermore, if \( i \) is injective and \( f \) and \( h \) are surjective, then \( g \) is also surjective.\(^a\)

\(^a\)Dually, if \( e \) is surjective and \( f, h \) injective, then \( g \) is also injective.
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Proving the Lemma

We’ll apply the lemma to the following diagram:

\[
\begin{array}{cccccc}
0 & \rightarrow & [B_n, B_n] & \xrightarrow{i} & B_n & \xrightarrow{\rho} & \mathbb{F}_3^n & \rightarrow & 0 \\
\downarrow{\hat{\varphi}} & & \downarrow{\varphi} & & \downarrow{\overline{\varphi}} & & & & \\
0 & \rightarrow & [B_r, B_r] & \xrightarrow{i} & B_r & \xrightarrow{\rho} & \mathbb{F}_3^r & \rightarrow & 0
\end{array}
\]

(1)

- By the Five Lemma, proving \( \hat{\varphi} \) is onto would suffice to prove our lemma, since then \( \varphi \) would be onto as well.
- Intuitively, dealing with the restriction to \([B_n, B_n]\) should be easier than the original map \( \varphi \).\(^1\)

\(^1\)We actually invoke the five lemma yet again to show that \( \hat{\varphi} \) is surjective...
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Now Back to Transitivity...

We proceed in a straightforward manner:

**Goal**

Given an arbitrary epimorphism $\varphi$ and a target epimorphism $\varphi^*$ we want to find an automorphism $\alpha$ such that

$$\varphi^* = \varphi \circ \alpha.$$
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Proving Transitivity

We’d like to find an automorphism $\alpha$ so that the following diagram commutes:

\[
\begin{array}{ccc}
0 & \rightarrow & K \\
\downarrow \rho & & \downarrow \rho \\
F_3^n & \rightarrow & B_n \\
\downarrow \varphi & & \downarrow \varphi \\
F_3 & \rightarrow & 0 \\
\end{array}
\]

\[
\begin{array}{ccc}
B_n & \xrightarrow{\varphi^*} & B_r \\
\downarrow \rho & & \downarrow \rho \\
F_3^n & \rightarrow & F_3' \\
\downarrow \varphi' & & \downarrow \varphi' \\
K & \xrightarrow{\alpha} & 0 \\
\end{array}
\]

(2)
The idea is simple—after all, $B_n$ is free!

This allows us to define $\alpha$ to explicitly send basis elements where they need to go to make the composition work.
From the fact that $B_n$ is free, we know that such an $\alpha$ exists. With the help of the previous lemma, we can show there is always a way to choose $\alpha$ to be bijective.
From the fact that $B_n$ is free, we know that such an $\alpha$ exists. With the help of the previous lemma, we can show there is always a way to choose $\alpha$ to be bijective.
All that remains to show RSR for our restricted problem is to show the following

**Lemma**

Let $G$ be a finite group, and $S$ a set on which $G$ acts transitively. Let $s \in S$ be an arbitrary element, and consider the distribution $A_s$ on $S$ whose samples are $g \cdot s$ where $g \leftarrow U(G)$. Then $A_s = U(S)$.

**Proof.**

A simple counting argument (say, using the orbit-stabilizer theorem) suffices to show that each element $t \in S$ has the same number of preimages under the map from $G \rightarrow S$ defined by $g \mapsto g \cdot s$. 
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Most homomorphisms $\varphi : B_n \rightarrow B_r$ are surjective.

In fact, if there is just a superlogarithmic gap between $r$ and $n$ then non-surjective maps comprise only a negligible fraction of the set of all homomorphisms.

Even a crude estimate gives a $3^{r-n}$ fraction of all homomorphisms being non-surjective.
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As a result, the altered distribution of instances (coming from sampling uniform surjective maps) is statistically close to the uniform distribution $U(\text{hom}(B_n, B_r))$. In general,

**Observation**

For any $X_n \subset S_n$,

$$\Delta(U(X_n), U(S_n)) = \frac{|S_n \setminus X_n|}{|S_n|}$$

Hence, whenever $\nu(n) = \frac{|S_n \setminus X_n|}{|S_n|}$ is negligible in $n$ (as in our case), then the ensemble of distributions $U(X_n)$ is statistically close to $U(S_n)$. 
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