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Classical approach

GOOD INPUTS

Algorithm works correctly on all inputs.
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Generic approach

GOOD INPUTS

BAD INPUTS

Algorithm works correctly on almost all inputs but can ignore
some.
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Asymptotic density

Definition
Let / be all inputs, /, — all inputs of size n. Asymptotic density of
set SC/ ‘ ‘
. 1SN,
)= i, |
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Asymptotic density

Definition
Let / be all inputs, /, — all inputs of size n. Asymptotic density of
set SC/ ‘ ‘
. 1SN,
)= i, |

1SN,

Tn is the probability to get an input from S during random and

uniform generation of inputs of size n.
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Generic sets

Definition

Set S C [ is called
e generic if u(S) =1,
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Generic sets

Definition

Set S C [ is called
e generic if u(S) =1,
e negligible if ;(S) = 0.
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Generic decidability and undecidability

Definition

Set S C | is called generically decidable if there exists a decidable
generic set G C | such that SN G is decidable.
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Generic decidability and undecidability

Set S C | is called generically decidable if there exists a decidable
generic set G C | such that SN G is decidable.

Definition

| A

Set S C | is called super undecidable if it is not generically
decidable.

\

Alexander Rybalov Amplification of algorithmic problems: undecidable proble



Generic amplification

Let / and J be input sets. Function C : [ — P(J) is called cloning
I to Jif

QO Vx,yelx#y—C(x)NC(y)=10
@ There is an algorithm E : | x N — J such that for all x € /

C(x) ={E(x,0), E(x,1),...,}
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Generic amplification

Let / and J be input sets. Function C : [ — P(J) is called cloning
I to Jif

QO Vx,yelx#y—C(x)NC(y)=10
@ There is an algorithm E : | x N — J such that for all x € /

C(x) ={E(x,0), E(x,1),...,}

Definition

Cloning of SC /is C(S)=UJ

x€S C(X)
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Generic amplification

Definition
Let / and J be input sets. Function C : [ — P(J) is called cloning
| to Jif

QO Vx,yelx#y—C(x)NC(y)=10

@ There is an algorithm E : | x N — J such that for all x € /

C(x) ={E(x,0), E(x,1),...,}

Definition
Cloning of S C /'is C(S) = U5 C(x).

Definition
Cloning C is non-negligible if x(C(x)) > 0 for all x € I.
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Generic amplification
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How to amplify undecidability?

Theorem (Miasnikov, Rybalov, 2008)

Let C: | — P(J) be a non-negligible cloning and S C [ is
undecidable. Then C(S) is super undecidable.
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|dea of proof

GOOD INPUTS
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|dea of proof

GOOD INPUTS
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Example 1: the Halting Problem

Halting Problem

@ Input: A Turing machine M over alphabet {0, 1}.
o Output:

1, if M halts on 0,
0, if M does not halt on 0.

Theorem (Turing)

The Halting Problem is algorithmically undecidable.
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Representation of Turing machines

Non-final states qi, ..., g,. Final state qg. Size of Turing machine
is the number of non-final states.

(q170) — (qj17t17D1)7
(CI1,1) — (qj27t2vD2)a

(gn, 1) = (qum ton, Dop)
ti € {0,1}, D; € {R, L} - shift.
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Normalized Turing machines

Turing machine M is normalized, if for every state g;
corresponding commands have the form

(qi70) — (qj7t17D1)a
(qia 1) — (qka t27 D2)7

where j, k < 2i + 1.

For every Turing machine there exists normalized Turing machine,
computing the same function.
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Generic Halting Problem

Theorem (Hamkins, Miasnikov)

The Halting Problem for Turing machines with one-way tape is
generically decidable.
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Generic Halting Problem

Theorem (Hamkins, Miasnikov)

The Halting Problem for Turing machines with one-way tape is
generically decidable.

Theorem (Rybalov)

The Halting Problem for normalized Turing machines is super
undecidable.
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Cloning of Turing machines

Cloning C adds new states gp+1, - - -, gp+m to machine M with
program

(qlao) — (qj17t17D1)7
(qla 1) — (qua to, D2)a

(qna 1) — (qun) t2m D2n)

and new arbitrary normalized commands for new states:

(Qn+1, 0) — (qkla ui, E1)7
(Qn+1a 1) — (qua uz, E2)7

(qn+m7 1) — (qk2m7 uzm, E2m)
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Cloning of Turing machines

Cloning C adds new states gp+1, - - -, gp+m to machine M with
program

(qlv 0) — (qh? ty, Dl)a

(q1,1) = (qj 2, D2),

(qna 1) — (qun) t2n7 D2n)

and new arbitrary normalized commands for new states:

(Qn+1, 0) — (qkla ui, E1)7
(Qn+1a 1) — (qua uz, EQ))

(qn+m7 1) — (qk2m7 uzm, E2m)

For every machine M the clone C(M) is not negligible.
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Example 2: First order theory of Arithmetic

@ Input: A first-order formula ® of the language {+, —, x,0,1}.
@ Output:

1, if & is true over N,
0, otherwise.

Theorem (Church)
Th(N) is undecidable.
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Representation of formulas

vvi3

VX1VX25|X3(((X1 = X2) V (X2 = X1 +X3))&(X1 = X2X3)) V (X3 #* X2X1)
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Normalized representation

Definition

A formula representation is normalized if for every variable
xj, I > 1 there exists variable x;_; which is the same leaf as x;, or
to the left leaf.

VX1VX2E|X3(((X1 = X3) V (X3 = X1 +X2))&(X]_ = X2X3)) Vv (X2 #* X3X1)

VX1VX3E|X2(((X1 = X2) V (X2 =Xx1 —I—X3))&(X1 = X2X3)) Vv (X3 #+ X2X1)

For every formula there exists equivalent normalized formula.
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Generic first-order theory of Arithmetic

Th(N) is super undecidable.
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Cloning of formulas

Cloning
For ® = Q1x1 ... Qex¢¢ the clone C(®) is the set of formulas

{Q1X1 oo Qexe Qryp1xey1 - - Q3nx3p <¢ V((a # x1) A ¢)> },

where 1) is arbitrary quantifier-free normalized formula on xq, ..., x,
and quantifiers Q;11, ..., Q, are arbitrary.
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Cloning of formulas

For every formula ® the set C(®) is not negligible.

P

2\ (/x
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Example 3: Word problem for semigroups

S ={(a1,...,am|R) — a semigroup with undecidable word problem.

Theorem (Myasnikov, Rybalov)
Word problem in the semigroup ST (x) = (A, x|R, xa; = x, xx = x)

is super undecidable

4

Cloning of words

C(wi, wp) = (waxv, woxu),

where v and u are arbitrary words over alphabet {a1,...,am, x}.
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